
China Communications • November 2014 80

descriptor of crowd stability, because it can 
quantitatively or qualitatively provide the 
amount of pedestrians in an area[1,2]. There 
have been many methods for crowd density 
estimation using computer vision techniques. 
These methods can be divided into three 
categories, 1) pixel-based analysis[3-6], 2) 
detection-based analysis [7-10], and 3) tex-
ture-based analysis[11-15]. These methods 
rely on specific camera training data which re-
quires a system to be trained and tested on the 
same viewpoint, using potentially hundreds 
or thousands of annotated training frames. 
Even though large-scale CCTV networks are 
becoming increasingly common, automat-
ed crowd counting is not widely deployed. 
Cao and Huang[16] developed a video-based 
crowd density estimation and prediction sys-
tem for wide-area surveillance. One of the 
largest barriers to full deployment of this tech-
nology is the requirement to train each camera 
independently, which is both time-consuming 
and expensive.

In recent years, some scene invariant meth-
ods have been proposed for crowd density 
estimation. Kong[17] et al. described a view-
point invariant method that took into account 
feature normalization to deal with perspective 
projection and different camera orientation for 
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I. INTRODUCTION

Excessive crowding will result in unexpected 
events, such as riots, fights or emergencies. 
Crowd density can serve as an important 
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aspects. Firstly, the crowd density estimation 
model learned with video data taken by one 
specific camera can be adaptively applied to 
other cameras. This make the automatic crowd 
density estimation possible in large-scale sur-
veillance area. Secondly, we can make use of 
GIS to analyze the spatial-temporal distribu-
tion patterns for regional crowds. And this can 
provide the scientific basis for the decision 
making of security departments.

The remainder of this paper is organized 
as follows. Section II describes the details of 
the proposed approach. Section III presents 
the experimental results and gives some dis-
cussions. Section IV summarizes the approach 
and presents some clues for the future research 
work.

II. RESEARCH METHOD

In our method, video data were mapped to 
GIS. Then, we train the crowd density es-
timation model based on the crowd images 
captured by one camera in GIS. This model 
can be applied to other cameras in GIS. For 
example, let  be a set of 
cameras, it means that there are n cameras 
in surveillance area A, where Si is one of the 
cameras in this visual surveillance system. 
And  denote the crowd den-
sity estimation model set corresponding to set 
A, whereas  is the crowd 
density estimation model for the camera Si. So 
one of the largest obstacles to the widespread 
use of the automatic crowd density estimation 
is the requirement of train estimation model 
for each camera independently, which is both 
time consuming and expensive. In this paper, 
we attempt to find a crowd density estimation 
model f that can be applied to each camera.

2.1 Overview of our framework

Now we provide the technical details of our 
approach and present how the crowded dy-
namic information is analyzed, and then vi-
sualized in GIS. Fig. 1 shows an overview of 
our framework to accomplish crowd density 
estimation in GIS. Firstly, live videos have 

counting people in crowds from a single cam-
era. Ryan[18] et al. extended the method of 
Kong[17] et al. using a global scaling factor to 
relate crowd sizes from one scene to another. 
Then Ryan[19] et al. proposed another scene 
invariant crowd counting algorithm using 
camera calibration that used local features to 
monitor crowd size. Dong[20] et al. built a 
set of feature templates for different crowd 
density scenes, and calculated the similarity 
between templates and features that were ex-
tracted from surveillance video frames. This 
method can be deployed with minimal setup 
for other new cameras. Lin[21] et al. proposed 
a cross camera people counting model that 
can adapt itself to a new camera scene without 
the need of manual setup. In order to achieve 
video scene invariance, these methods should 
calculate the scaling factor for each camera 
scene using camera calibration, feature nor-
malization or scales-covariant description, et 
al. However, these methods are also tedious, 
such as multi-scales patches generation and 
feature templates building. Sometimes it is im-
possible to obtain the scaling factor when we 
cannot get the camera parameters.

The major obstacle to developing scene in-
variant crowd density estimation model is the 
multi-scales of surveillance images because of 
the differences of camera parameters at differ-
ent surveillance sites. Geographic information 
systems (GIS) integrate hardware, software, 
and data for capturing, managing, analyzing, 
and displaying all forms of geographically ref-
erenced information. So GIS can manage, an-
alyze and display all forms of geo-referenced 
data in a single scale by the geographical ref-
erence. In this paper, the multi-scales surveil-
lance images were mapped to the unified geo-
graphic reference using GIS. We can make use 
of GIS to analyze the crowd image with the 
same scale. So the novel method we proposed 
based on GIS can estimate the crowd density 
without scene-specific learning. Scene-specific 
means that we should train crowd density esti-
mation models for each camera. 

Our contributions to the scene invariant 
crowd density estimation method are in two 

This paper presented 
a video scene invariant 
crowd density esti-
mation method using 
Geographic Informa-
tion Systems (GIS) to 
monitor crowd size for 
large areas.
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age rectification is necessary to bring all the 
objects at different distances in a scene to the 
same scale. Over the years, several methods 
have been developed to rectify images[22-24]. 
In this paper, a method presented by Liebowitz 
and Zisserman[25] is successfully employed in 
the rectification of images obtained by uncal-
ibrated cameras. This method requires the es-
timation of two vanishing points and the prior 
knowledge of two angles on the ground plane. 
Most of the public gathering places are ground 
plane scenes, such as station square, temple 
fairs, pedestrian streets, etc. Consequently, 
these parameters can be easily obtained by 
a large amount of parallel and perpendicular 
lines. In general, they estimate the projective 
transformation by establishing three matrices 
or transformations.

 H=SAP (1)

to be registered onto GIS by three stages of 
crowd activities region of interest (ROI) seg-
mentation, perspective distortion correction, 
and spatial registration. Then, the crowd fore-
ground features have to be extracted from the 
image in GIS. Next, the foreground features 
act as the inputs to the crowd density estima-
tion model that learned with video data in GIS 
taken by one particular camera. Finally, we 
can obtain the number of people or the crowd 
density for each camera in this surveillance 
area. These results will be displayed on the 
map, so we can get temporal and spatial pat-
terns for crowds in the large-scale surveillance 
area.

2.2 Video spatial registration

GIS allows us to view, understand, question, 
interpret, and visualize the same scale data in 
many ways that reveal relationships, patterns, 
and trends in the form of maps, globes, re-
ports, and charts. In order to construct scene 
invariant crowd density estimation model and 
analyze estimation results in GIS, the original 
video frames have to be registered onto GIS 
and image pixels have to be resampled to 
make crowd images with the same scale and 
pixel size. Fig.2 presents the main geometric 
relationships between image plane and GIS 
map plane. A fi xed camera is located at point 
C. The plane I represents the projection of the 
world onto this camera. The plane R is the im-
age plane after perspective rectifi cation. Point 
P is an arbitrary point on the ground plane and 
point p is its projection on the space of the 
camera, and point p’ is the point on the recti-
fi ed image plane corresponding to the point p. 
Our goal is to fi nd the transformation relation-
ship between point p and point P.

Fig.3 shows the process of video spatial 
registration. Perspective distortion is a fact 
that far objects in the scene appear smaller 
than near ones in the image. So perspective 
distortion causes each person or each group of 
people to occupy different amount of pixels 
in one image. Pixel-based methods and tex-
ture-based methods are substantially affected 
by this perspective distortion. Therefore, im-

Fig.1  Overview of our approach

Fig.2  Geometry model of the video spatial registration
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of interest (ROI) as shown in Fig.4b. The 
image block is then extracted based on the 
ROI. Then we can get the rectifi ed ROI image 
block by pure projective transformation and 
affine transformation (see Fig.4c). In order 
to recover the metric geometry and accom-
plish scale consistency for videos, we align 
the image with GIS plane XgYg by means of a 
linear transformation. Let (xg, yg) be a ground 
truth location point in the GIS coordinate 
space XgYg and let (x, y) be the corresponding 
location in the coordinate space XY. Then the 
linear transformation matrix which gives the 
transformation between these two points can 
be written as:

  (2)

where tx and ty are the translation parameters, 
k1, k2, k3, and k4 are the affine parameters. In 
our case, the transformation matrix H is a 
homography from a patch of an image to the 
patch in the plane of GIS map. Then we can 
project the location of a point in the image 
onto the plane of GIS map environment. Since 
the transformation matrix has 6 degree of free-
dom (DOF), the 6 unknown parameters can be 
solved using more than three pairs of points. 
Fig.4d illustrates an example of the spatial 
registration results for a background image.

2.3 Scene invariant crowd density 
estimation

Crowd images that have been captured by 
different cameras will have the same scale 
through the spatial registration. In this paper, 
we estimate the crowd density for each camera 
based on the images with the same scale in 
GIS. Consequently, the crowd density estima-
tion model only needs to be learned with video 
data taken by one specific camera. Methods 
based on pixels can only be applied when 
crowd density is low because of its decreased 
accuracy when occlusion becomes serious. 
Methods based on texture analysis could solve 
occlusions to some extent, but it cannot get de-
sirable results when the crowd density is low. 

where S represents the similarity transforma-
tion, A is the affine transformation, and P is 
the pure projective transformation. Each one 
of these transformations is responsible for 
the restoration of certain geometric and met-
ric properties. They can be accomplished by 
known parameters on the image and ground 
planes. The pure projective transformation is 
responsible for restoring line parallelism and 
area ratios. This can be easily achieved by 
estimating the homogeneous representation 
of the vanishing line, which is determined by 
locations of two vanishing points. The affine 
transformation restores angle and length ratios 
of nonparallel lines. This transformation can 
be obtained using two known angles on the 
ground plane. The last transformation is simi-
larity transformation, which performs rotation, 
translation and isotropic scaling of the affine 
transformation image.

Fig. 4a is one frame of crowd images, and 
we selected a shape on the image as region 

Fig.3  Flow of video spatial registration

Fig.4  Crowd images spatial registration example

(b) ROI segmentation(a) Original crowd image

(d) Spatial registration(c) Image rectifi cation
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conditions joint probability density function 
. Each  represents a proba-

bility that gray level value (i, j) take place on 
the two pixels whose distance is d in the angle 
of θ . Next, support vector machine (SVM) is 
used to train and classify feature vectors for 
crowd density classifi cation.

2.3.3 Adaptive crowd density estimation

Crowd density is classified into five distinct 
levels based on the five levels of service as 
shown in Table I [26]. Each level of service 
is defined based on the range of average area 
occupancy for a single pedestrian. The five 
density groups are very low (VL), low (L), 
moderate (M), high (H), and very high (VH). 
Pixel-based methods give us reliable results 
when crowd density is low. And texture-based 
methods have outstanding performance when 
the crowd density is high. In order to achieve 
good estimation results, we need to develop a 
solution to solve the adaptive crowd density 
estimation for crowds real-time monitoring.

We adopt the pixel-based method to cope 
with two density groups of VL and L. Tex-
ture-based method is used to deal with the rest 
of three high density groups. The very first 
thing to be done is threshold determination. 

In order to test the effectiveness of the scene 
invariant crowd density estimation method 
that we have proposed in this paper, we adopt 
pixel based method and texture analysis based 
method for low crowd density estimation and 
high crowd density estimation respectively.

2.3.1 Pixel-based method

Compared with the previous pixel-based ap-
proaches, the present one accomplishes image 
feature extraction under the environment of 
GIS. Fig. 5 presents the process of pixel-based 
scene invariant crowd density estimation. 
Firstly, the crowd movement ROI has to be ex-
tracted from the original crowd image. Then, 
the ROI image has to undergo spatial regis-
tration to correct perspective distortion and 
register this image onto the plane space of the 
GIS. The foreground pixels can be extracted 
from the difference between adjacent frames’ 
ROI in GIS. Next, we can get the total number 
of the extracted foreground pixels based on 
the binary image. Finally, the number of peo-
ple within the crowd can be obtained by the 
functional relationship between the number of 
people and the number of foreground pixels, 
and we can get the crowd density by the num-
ber of people and the ROI area in GIS.

2.3.2 Texture-based method

In situations of very dense crowds, the per-
formance of pixel-based approaches is highly 
affected due to occlusions. Thus, we adopt the 
texture-based method proposed by Marana et 
al[1] to deal with very dense crowds that may 
appear during peak hours. Fig. 6 illustrates the 
flow of texture-based scene invariant crowd 
density estimation method. The image prepro-
cessing is the same as the pixel-based method, 
such as ROI segmentation, spatial registration. 
For the texture-based method, the foreground 
extraction based on the background images 
at different time stored in the database. Then 
texture features of foreground image extracted 
in GIS are calculated based on gray level de-
pendence matrix (GLDM)[1]. Gray level de-
pendence matrix is a statistical method which 
was put forward on the basis of second-order 

Fig.5  Flow chart of the pixel-based method

Fig.6  Flow chart of the texture-based method
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the pixel-based method to accomplish the 
crowd density estimation if the pixels number 
is no more than the threshold value, and the 
crowd density is divided into VL or L accord-
ing to the range of density. Otherwise we will 
adopt the texture-based method to estimate 
crowd density.

III. EXPERIMENTAL RESULTS AND 
DISCUSSION

The Confucius Temple in Nanjing was orig-
inally constructed in the year of 1034 in the 
Song Dynasty. Over the years, the temple has 
become a favorite entertainment area, with 
clothing shops and restaurants spread around 
it. Therefore, this has become a busy area 
fi lled with people. In order to ensure security, 
the public security department has installed 
a large number of cameras at important junc-
tions. 

We chose three cameras with different set-
ups at different sites to test the feasibility of 
the scene invariant crowd density estimation 
method proposed in this paper. Fig. 8 a, c, e 
show sample images for camera a, b, c with 
different tilted angles respectively. Fig.8 b, d, 
f are rectifi ed results of the ROI in sample im-
ages.

The crowd density estimation models was 
trained by crowd images acquired from cam-
era a. These model was then applied in the 
other two cameras to verify the scene invariant 
of these crowd density estimation model. In 
our experiment, the size of each pixel is res-
ampled in GIS and its size is 2cm. Based on 
the pixel-based method we have proposed, the 
linear function relationship between people 
number (Np) and the number of pixels (Npx) 
can be obtained by using a least squares fi t, as 
shown as follows:

 Np = aNpx + b (3)

where a = 0.01973 and b = -5.3126 for “camera 
a”. The ground truth area of any polygon can 
be easily obtained by GIS. The surveillance 
areas of these three cameras are 271.78m2, 
150.62m2, and 135.53m2 respectively. The 

We determine the threshold according to the 
area of ROI and the crowd density value of 
L. We will select the texture-based method if 
the crowd density is higher than 0.8 people/
m2. So the threshold of people number is the 
product of 0.8 and the area of ROI. Also, we 
can transform the threshold of people into the 
threshold of foreground pixels through the 
function of pixel-based method. Fig. 7 shows 
the process of scene invariant adaptive crowd 
density estimation algorithm. First, we get the 
pixels number of foreground through the orig-
inal crowd image through ROI segmentation, 
spatial registration, foreground extraction, 
edge detection and binary image generation. 
Then, we compute the people number using 
pixel-based method and compare the people 
number with the threshold value. We can use 

Table I  Level of service
Level of Service Density Range(people/m2) Group

A: Free fl ow <0.50 Very Low

B: Restricted fl ow 0.50-0.80 Low

C: Dense fl ow 0.81-1.26 Moderate

D: Very dense fl ow 1.27-2.00 High

E: Jammed >2.00 Very High

Fig.7  Adaptive crowd density estimation



China Communications • November 2014 86

are M, H, VH) is 40. Based on Table II, we 
can conclude that it is capable of constructing 
the scene invariant SVM classifi er to estimate 

crowd density is VL or L when the crowd 
density is less than 0.8 people/m2[26]. So pix-
el-based method should be adopted by these 
three cameras when crowd size is no more 
than 217, 120 and 108 respectively. We can set 
the threshold value for each camera according 
to the surveillance area and the crowd density 
value 0.8 people/m2. We collected 100 crowd 
images as testing sample data for each camera. 
Fig.9 shows the results of pixel-based scene 
invariant estimation method.

In order to measure the accuracy of this 
pixel-based scene invariant crowd density esti-
mation model, we calculated the error of each 
camera by formula 4.

 (4)

where y(i) is the estimation result, p(i) is the 
manual counting result, and n is the total num-
ber of sample crowd images. Therefore, the 
accuracy of this estimation model for each 
camera is 87.96%, 87.67% and 87.60% re-
spectively. If we apply the model learned with 
data acquired by camera a without spatial reg-
istration to camera a, b and c, the accuracy of 
this model for each camera is 83.21%, 60.37% 
and 51.68% respectively. So the scene invari-
ant pixel-based crowd density estimation mod-
el learned with video data taken by camera a 
can be adaptively applied to other cameras.

Texture-based method is adopted when the 
crowd density is more than 0.8 people/m2[26]. 
It means that we should use texture-based 
method when the people number of these three 
cameras is more than 217, 120 and 108 respec-
tively. In this paper, we calculated the GLDM 
whose gray level and distance are all 8, and 
select the angle of θ as 0° and 90° because the 
texture characteristics are similar when θ is 0°, 
45° and 135°. After repeated experiments we 
extract 5 texture descriptors (that are energy, 
correlation, contrast, entropy, and homogene-
ity) according to GLDM. We trained the SVM 
classifier based on the video data collected 
by camera a. We chose 120 crowd images for 
each camera to test the scene invariant feasi-
bility of the SVM classifi er, and the number of 
sample images for each level of service (they 

(b) Rectifi ed image of camera a(a) Sample image of camera a

(c) Sample image of camera b (d) Rectifi ed image of camera b

(e) Sample image of camera c (f) Rectifi ed image of camera c

Fig.8  Test cameras’ sample crowd images and their perspective rectifi ed results

(b) camera b

(c) camera c

(a) camera a

Fig.9  Pixel-based scene invariant estimation results
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analyze them by spatial analysis tools. This 
system has been successfully used in ‘Jiangsu 
Qinhuai Lantern Festival, 2012’. It can pro-
vide early warning information and scientific 
basis for safety and security decision making.

IV. CONCLUSIONS

This paper proposed a novel scene invariant 
crowd density estimation algorithm based on 
GIS to estimate crowd size and its spatial dis-
tribution patterns in a large scale area. Scale 
consistency was taken into account to scale 
features between different scene viewpoints. 
The experimental results from different sites 
with different camera setup demonstrate the 
accuracy and reliability of our method. It does 
not require additional training when deployed 
for crowd density estimation on a new camera. 
We can analyze the crowd movement patterns 
by the spatial-temporal distribution of crowds 
using scene invariant crowd density estima-
tion model and GIS for a large scale area with 
a large number of cameras. So many other 
descriptions of crowd status can be obtained 
from crowd density, such as the crowd distri-
bution and the trend of abnormal changes of 
crowd. These factors make it easy to control 
the amount of pedestrian or make a quick 
response to the emergent situations. So this 
method has many potential applications, such 
as safety monitoring, abnormality detection 
and so on.

Even though this method works well for 
crowd density estimation, it is still untested on 
other crowd characteristics, such as velocities 
and directions of pedestrian movements. We 
can detect abnormal behaviors according to 
the characteristics of pedestrian movements. 
The spatial-temporal distribution patterns 
of abnormal hot spots would be able to be 
displayed on GIS maps. Also, once the char-
acteristics of crowds are estimated for the sur-
veillance areas, they can be used to estimate 
and simulate missing data for the unobserved 
regions based on the relationships between 
density, velocity and flow in closely packed 
crowds. In the future, the performance of the 

the crowd density.
In this paper, we mapped all the videos with 

diversity of scales to the GIS map environ-
ment. Then the crowd image can be processed 
in GIS with the same scale. The results show 
that our proposed method can be adaptively 
applied to different cameras in outdoor scenes. 
But we did not test the feasibility of this meth-
od in indoor scenes. Because there are many 
types of indoor scenes, such as subways, su-
permarkets, sports stadiums, railway stations, 
etc. It is difficult to locate and map these in-
door scenes to GIS environment. In the future 
work, we will test the applicability of this 
method in the indoor scenes.

Based on the scene invariant crowd density 
estimation model, we designed and imple-
mented a system for real-time monitoring 
crowd density by the integration of video 
surveillance system and GIS. We can acquire 
real-time data of crowd density levels and the 
dynamic number of people for each camera at 
different locations, and they can be displayed 
by the way of map and curves as shown in 
Fig. 10. Also, we can retrieve history data and 

Table II  Texture-based scene invariant estimation results
Camera ID Moderate High Very High

a 33 35 36

b 32 36 37

c 31 34 38

Fig.10  System interface
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